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Rheumatoid arthritis  

!   Chronic, systemic inflammatory 
disorder 

!   Mainly attacks flexible joints 

!   Cause unknown, considered a 
systemic autoimmune disease 

!   1% of world population affected 
(women three times more often) 

!   Onset most often between 40 - 50 
y.o. 

http://en.wikipedia.org/ 



Heritability of RA 

!   Estimated heritability approximately 55% 
!   WTCCC paper 2007 - 7 loci 

! Plenge et al. 2007 – 3 loci 

!   … 

!   Stahl et al 2010 – 7 new (31 altogether) 

!   Most importantly HLA genes 
!   16% of disease variance explained (12% HLA genes) 



Polygenic methods 

!   Methods for assessing the contribution of SNPs that 
does not reach the GW significance 
!   Polygenic prediction method (Purcell et al. 2009) 

!   Schizophrenia (additional 3% of heritability) 

!   Mixed linear modeling (Yang et al. 2010) 
!   45% of height genetic variability can be explained 



Polygenic architecture of RA 

!   Polygenic prediction methods explain additional 
variance, but they do not offer meaningful estimates for 
the additional numbers and effect sized of associated 
SNPs 

!   New method integrates polygenic prediction method 
with simulation of GWAS data under polygenic disease 
model using approximate Bayesian computation 



Rev. Thomas Bayes 

!   c. 1701 – 7 April 1761 

!   Presbyterian minister 

!   Studied logic and theology 
in University of Edinburgh 

!   Author of Bayes’ theorem, 
which was published after 
his death by Richard Price 



Statistical methods 

Likelihood 

Bayesian Frequentist 

Information 
theoretic 



Frequentist inference 

!   Sir Ronald Fisher – null hypothesis 
and p-value (evidence against H0)  

! Neyman & Pearson – Type I and 
type II errors, power, H1 etc. 

Fisher was opposed to the conclusions of Richard Doll and A.B. Hill that 
smoking caused lung cancer. He compared the correlations in their papers to a 
correlation between the import of apples and the rise of divorce in order to show 
that correlation does not imply causation. 



Bayesian inference 

!   Basic idea is that you combine experiment (expressed 
in terms of likelihood) with some prior information to 
get posterior probability 



Material 

!   GWAS data from 6 independent case/control 
collections was used 
!   5 sets for discovery 

!   WTCCC data for test 

!   Data was imputed using HapMap2 CEU reference 



Method 

!   Logistic regression analysis in each discovery set using 
five PC as covariates 

!   Datasets were combined using inverse-variance 
weighted meta analysis  

 

where wij = [Var(βij)]-1 is the inverse of the variance of the 
estimated allelic effect in the ith study, obtained from the 
standard error. 



Method 2 

!   Then all known RA risk loci were removed to focus on 
previously unknown associations 

!   Rest of markers are pruned by r2<0.1 to get a set of 
independent loci 

!   Nine different PGWAS thresholds were used for generating 
SNP sets (PGWAS < 10-4, 10-3, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5) 

!   For each test set (WTCCC) individual log-odds weighted 
risk allele counts were calculated and summed 



Results 

Association of polygenic risk scores with common disease case-control status in independent validation 

datasets. Association P values (log
10 

scale) are plotted, with the number of SNPs used for the calculation of 
the risk scores shown at right, for SNP sets based on P

GWAS 
thresholds ranging from 10−4 (top, green) to 

0.5 (bottom, blue).  



Total variance explained 

!   Polygenic scores are made up of an unknown number 
of true positive associations and noise 

!   Bayesian inference analysis were used on polygenic 
association results to assess: 
!   Number of associated SNPs and 

!   their total variance explained 



Posterior probability densities  
Posterior probability densities of the number 
of associated SNPs and the total liability-scale 
variance explained for the Bayesian analysis 
of the polygenic analysis results. N

SNPs 
are 

shown on the log
10 

scale on the x axis, and 
V

tot 
values are shown on the y axis. The heat 

map colors represent the probability density 
height, with darker colors indicating higher 
density. Contour lines show the highest 
posterior density and the 50%, 90% and 
95% credible regions. 



Posterior probability distributions of the 
relative risk and minor allele frequency  

 



Modeling causal variants  



Conclusions 

!   Bayesian analyses allow for computation of the 
posterior distribution of polygenic disease model 
parameters, which can then be used to address 
questions relating to the genetic architecture of 
common disease.  

!   Other potential applications of this type of analysis 
include performing power calculations to predict the 
outcomes of future genetic studies, developing future 
discovery efforts such as Bayesian and pathway-based 
GWAS  



Conclusions 2 

!   The polygenic model posterior distributions for each of 
the four diseases examined here give expecta- tions of 
hundreds of SNPs with moderate effect sizes (GRR > 
1.05), especially for celiac disease and MI/CAD.  

!   Results indicate that the common variant GWAS 
approach will con- tinue to be a highly productive 
method of identifying additional risk alleles for 
common disease.  



Questions 


