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Motivation

● high-throughput sequencing allows rapid and cost-effective 
way of generating draft genomes and exploring microbial 
diversity

● sequences may be obtained from impure samples e.g. 
metagenomes

● contamination affects quality of data for downstream analysis, 
misassembly of contigs, erroneous conclusions etc

● sequence cleaning up required before further processing:
read duplicates
low quality reads
contaminating sequences
adaptor or barcode sequences 



  

Problems

● high-throughput sequencing produces longer reads, up to 400 
bp with 1000 bp in sight

● short read aligners maximize global alignment
● long read aligners must deal with gaps (indels most frequent 

sequencing error)
● speed and memory becomes bottleneck for amount of data
● repeats cause problems, but masking them not best option with 

long reads
● dark matter – regions that do not exist in reference genomes 

(insertions or structural variants)



  

Available software overview

Three approaches to long read alignment programs:
● hash table (BLAST, SSAHA2, BLAT, SOAP, ELAND, MOSAIK)

target hash database - memory
query length - time

● suffix/prefix tree (MUMmer)
target suffix tree – memory (10 bytes per nucleotide)
linear time search

● Burrows-Wheeler Transform (BOWTIE, SOAP2, BWA)

BWA-SW (BWT alligner + Smith-Waterman search heuristics)

Ferragina-Manzini compressed FM-index: suffix array is much 
more efficient if it is created from the BWT sequence, rather 
than from the original sequence (0,5-2 bytes per nucleotide)



  

 BWT of a 14-mer genomic sequence. Construct all rotations of the given sequence by taking the 
first character of the sequence and placing it at the end of the sequence (step 1).The characters  ⁁
and $ mark the beginning and end of the sequence, respectively. Once these sequences are 
created, they are sorted (step 2). From this sorted matrix, the final column is selected as the 
transformed sequence (step 3). The transformed sequences is exactly the same length and has 
exactly the same characters as the original sequence, but in a different ordering. The sequence at 
the bottom is a longer sequence starting with the same 14-mer that demonstrates the effect on the 
transformed sequence of using a longer input sequence.



  

Program performance test

● 16 GB memory
● 50GB HDD space
● time limit 24 hours
● simulated metagenome dataset 1M reads
● 100K human “contamination” sequences from human reference 

genome build 37 + filtered sequences from Watson, Asian and 
Yoruban genomes



  

Test of software

● Mosaic (memory needed 57GB)
● NUCMer (109 hours running time)
● BLAST (tabulated output generates Gbs of data ,reports all 

alignments, not done in 24h)
● MegaBLAST (segfault after 4-5 h with human dataset)
● BLAST+ (too much memory on unmasked human dataset)
● BWA-SW (22 minutes, 3,4 GB memory)
● (did not test BLAT and SSAHA2, these programs were 

compared to BWA-SW in previous work and were slower)



  



  

BWA-SW limitations

● 2-bit representation of DNA sequence: N converted to random ACGT. 
Possible false positive hits
(SSAHA2 converts all N to A)

● BWA faster on short reads and small genomes
● SSAHA2 more accurate for reads with high error rates
● BWA-SW fails to index complete multiple human genome dataset (4 GB 

max)

Output:
● SAM output contains too much data, huge files
● SAM mapping quality useless
● Cigar output no identity value

This required modification of BWA-SW and reference data



  

DeconSeq

● standalone and web-based
● implemented in Perl, based on BWA-SW in C
● Alignments computed on cluster

10 nodes, each 8 CPU and 16 GB RAM
● input data automatically split into chunks for distribution over 

nodes
● input FASTA or FASTQ (also in ZIP or GZIP)
● no limit on number of sequences or size of input file

● User selects coverage and identity thresholds!



  

DeconSeq



  



  

Matching reads against 
“remove” database



  

Matching reads against 
both “remove” (red) and 
“retain” (blue) databases.
Majority is more similar 
to “retain”

Reads matching both 
databases are connected 
by lines



  

Matching reads against 
both “remove” (red) and 
“retain” (blue) databases.
Majority is more similar 
to “remove”

Reads matching both 
databases are connected 
by lines



  

Evaluation of DeconSeq accuracy



  

Identification of human contamination in metagenomes

● 202 longer read metagenomes from NCBI (150 bp mean read length)
● viral and bacterial communities from different biomes

Query pre-processed:
● screened for vector contamination with UniVec and cross_match (phrap)
● TagCleaner was used to trim adapter and tag sequences
● PRINSEQ was used to remove exact read duplicates, sequences shorter 

than 50 or longer than 10000
sequences containing more than 5% N
sequences containing non IUPAC characters for DNA

DeconSeq was run on all human databases for “remove” and 
corresponding type (microbial or virus) database for “retain”



  

Identification of human contamination in 202 
metagenomes



  

Identification of human contamination in 202 
metagenomes

Human contamination up to 64% of metagenome
145 (72%) metagenomes contained at least one possible contamination sequence
Two mouse associated metagenomes reported 24% and 29% possible human 
contamination. Origin probably host-related (56% and 57% mouse-like sequences)



  

BWA-SW alignment sensitivity

Alignment sensitivity of BWA-SW for human sequences.
Query coverage and alignment identity values ranged from 90% to 100%. The sensitivity shows how 
many sequences could be aligned back to the reference. The simulated datasets contained 
28,612,955 reads for 200 bp, 11,444,886 reads for 500 bp, and 5,722,210 reads for 1,000 bp.



  

Unaligned reads

Repeats causing alignment problems for BWA-SW.
The query coverage was set to 95%, with identity set to 99%, 97% and 94% for error rates of 0%, 2% 
and 5%, respectively. The numbers above the bars show the number of unaligned sequences of 
each category for the given thresholds. The values shown in parenthesis represent the percentage of 
unaligned sequences. The simulated datasets contained 28,612,955 reads for 200 bp, 11,444,886 
reads for 500 bp, and 5,722,210 reads for 1,000 bp.



  

T

To identify contamination it is sufficient to find a single match above given threshold 
without calculation all possible matches



  



  



  

Conclusions

● sequence contamination a serious concern to quality of data
● Burrows-Wheeler algorithm was adopted as optimal in 

speed/memory/accuracy
● DeconSeq allows rapid and robust identification and removal of 

sequence contaminants
● contamination was detected in 145 of 202 previously published 

metagenomes
● contamination was also detected in non human-associated 

metagenomes, suggesting that this method is appropriate for 
screening all metagenomes
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